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Figure 1: Given a single image of a person (top), our method Human 3Diffusion creates 3D Gaussian
Splats of realistic avatars with high-fidelity geometry and texture.

Abstract

Creating realistic avatars from a single RGB image is an attractive yet challenging
problem. Due to its ill-posed nature, recent works leverage powerful prior from
2D diffusion models pretrained on large datasets. Although 2D diffusion models
demonstrate strong generalization capability, they cannot provide multi-view shape
priors with guaranteed 3D consistency. We propose Human 3Diffusion: Realistic
Avatar Creation via Explicit 3D Consistent Diffusion. Our key insight is that
2D multi-view diffusion and 3D reconstruction models provide complementary
information for each other, and by coupling them in a tight manner, we can fully
leverage the potential of both models. We introduce a novel image-conditioned
generative 3D Gaussian Splats reconstruction model that leverages the priors from
2D multi-view diffusion models, and provides an explicit 3D representation, which
further guides the 2D reverse sampling process to have better 3D consistency. Ex-
periments show that our proposed framework outperforms state-of-the-art methods
and enables the creation of realistic avatars from a single RGB image, achieving
high-fidelity in both geometry and appearance. Extensive ablations also validate
the efficacy of our design, (1) multi-view 2D priors conditioning in generative
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3D reconstruction and (2) consistency refinement of sampling trajectory via the
explicit 3D representation. Our code and models will be released here.

1 Introduction

Realistic human avatar creation is crucial for various applications such as AR/VR, as well as the
movie and gaming industry. Methods for creating a 3D avatar from a single RGB image are especially
important to scale up avatar creation and make it more consumer-friendly compared to traditional
studio-based capture methods. This task is, however, very challenging due to the vast diversity of
human bodies and poses, further complicated by the wide variety of clothing and accessories. These
challenges are exacerbated by the lack of large-scale 3D human data and ambiguities inherent in a
monocular 2D view setting.

Recent image-to-3D approaches can be categorized into reconstruction-based and multi-view
diffusion-based methods. Reconstruction-based approaches directly predict a 3D representation
that can be rendered from any viewpoint. Due to the explicit 3D representation, these methods
produce an arbitrary number of consistent viewpoint renderings. They obtain the 3D reconstruction
either based on common template [21, 85, 86, 106] which utilize the SMPL [44] body model as the
shape prior, or a flexible implicit function to represent loose clothing [5, 54, 55]. These methods,
either template-based [21, 85, 86, 106] or template-free [5, 24, 54, 55, 72, 108], are typically deter-
ministic which produce blurry textures and geometry in the occluded regions. More importantly, they
are trained on small-scale datasets due to the limited amount of high-quality 3D data, which further
restricts their ability to generalize to diverse shapes and textures.

Multi-view diffusion methods [40, 58, 75] distill the inherent 3D structure present in 2D diffusion
models [53]. Typically, they fine-tune a large-scale 2D foundation model [23, 62] on a large 3D
dataset of objects [12, 80, 97], to produce a fixed number of viewpoints. However, since these
models diffuse images purely in 2D without explicit 3D constraints or representation, the resulting
multi-views often lack 3D consistency [52, 39], which restricts downstream applications [65].

To address these challenges, we propose 3Diffusion: realistic avatar creation via 3D consistent
Diffusion models. We design our method based on two key insights: 1) 2D multi-view diffusion
models provide large-scale shape priors that can help 3D reconstruction; 2) A reconstructed 3D
representation ensures 3D consistency across multi-views in 2D diffusion. Specifically, we propose a
novel diffusion method, which bridges 3D Gaussian Splatting (3D-GS) [34] generation with a 2D
multi-view diffusion model. At every iteration, multi-view images are denoised and reconstructed to
3D-GS to be re-rendered to continue the diffusion process. This 3D lifting during iterative sampling
ensures the 3D consistency of the 2D diffusion model while leveraging a large-scale foundation
model trained on billions of images. Our framework elegantly combines reconstruction methods with
multi-view diffusion models. In summary, our contributions are:

* We propose a novel image-conditioned 3D-GS generation model for 3D reconstruction that
bridges large-scale priors from 2D multi-view diffusion models and the efficient and explicit
3D-GS representation.

* A sophisticated diffusion process that incorporates reconstructed 3D-GS to improve the 3D
consistency of 2D diffusion models by refining the reverse sampling trajectory.

* Our proposed formulation enables us to jointly train 2D diffusion and our 3D model
on ~ 6000 high-quality human scans and our method shows superior performance and
generalization capability than prior works. Our code and pretrained models will be publicly
released on our project page.

2 Related Work

Image to 3D. Creating realistic human avatar from consumer grade sensors [31, 94, 71, 90-92]
is essential for downstream tasks such as human behaviour understanding [8, 49, 82, 84, 83] and
gaming application [36, 42, 18, 103, 104]. Researchers have explored avatar creation from monocular
RGB [29, 78], Depth [15, 91] video or single image [54, 55, 57, 85, 86]. Avatar from single
image is particularly interesting and existing methods can be roughly categorized as template-
based [21, 85, 86, 106] and template-free [54, 55, 57, 93]. Despite the impressive performance,
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template-based approaches rely on the naked body model [44, 48] and fail to reason extremely loose
clothing, while template-free methods produce blurry back side textures. Instead of SMPL shape
prior, our method is template-free and leverages strong 2D image priors to create high-quality avatars.
Orthogonal to humans, object reconstruction methods typically adopt template-free paradigms and
early works [6, 69, 79, 81, 105] focus mainly on geometry. With the advance of 2D diffusion
models [53] and efficient 3D representation [11], recent works can reconstruct 3D objects with
detailed textures [24, 39, 43, 58, 65, 72, 87, 88, 108]. One popular paradigm is first using strong 2D
models [40, 59, 75] to produce multi-view images and then train another model to reconstruct 3D
from multi-view images [39, 38, 43, 65, 89]. In practice, their performance is limited by the accuracy
of the multi-view images generated by 2D diffusion modes. Our method tightly couples 2D and 3D
models and yields better performance by guiding 2D sampling with 3D reconstruction.

Shape Prior from 2D Diffusion Model. Being trained on billions of images [56], 2D image
diffusion models [53] have been shown to have 3D awareness and some works tried to use score
distillation sampling [51, 77] to distil 3D knowledge of 2D models [37, 46, 107]. Other works propose
to further enhance the 3D reasoning ability by fine-tuning the model on large-scale datasets [12, 80,
97] to generate multi-view images [32, 35, 40, 41, 58, 59, 66, 74, 75]. Dense self-attention [73, 75],
depth-aware attention [26] or epipolar attention [28, 64] are introduced to enhance the 3D consistency
of multi-views. However, these methods do not have explicit 3D while our method incorporates
explicit 3D consistency into the reverse sampling process and obtains better results.

3 Preliminaries

Denoising Diffusion Probabilistic Models. DDPM [23] is a generative model which learns a
data distribution by iteratively adding (forward process) and removing (reverse process) the noise.
Formally, the forward process iteratively adds noise to a sample xo drawn from a distribution pga (x):

xi ~ N (x5 Varxi—1, (1 — ay)I) := v/ayxo + V1 — age, where e ~ N (0,1), D
where o, &; schedules the amount of noise added at each step ¢ [23]. To sample data from the learned
distribution, the reverse process starts from xr ~ N(0, I) and iteratively denoises it until ¢ = 0:

Xp—1 ~ N(X4—1; fro(X¢, ), Be—11), where B;_; = 1 & (1—o) (2)
— G

A network parametrized by 6 is trained to estimate the posterior mean pg at each step ¢. One can also
model conditional distribution with DDPM by adding the condition to the network input [14, 22].

1—ap

2D Multi-View Diffusion Models. Many recent works [40, 41, 43, 58, 66, 75] propose to leverage
strong 2D image diffusion prior [53] pre-trained on billions images [56] to generate multi-view
images from a single image. Among them, ImageDream [75] demonstrated a superior generalization
capability to unseen objects [65]. Given a single condition image x¢ and an optional text description
1y, ImageDream generate 4 orthogonal target views x'' with a model €y, which is trained to estimate
the noise added at each step t. With the estimated noise €y, one can compute the "clear" target views

iggt with close-form solution in Eq. (1):

1
S (xE — V1 — arep(xF, x5y, 1)). )

O Va
This one-step estimation of fcf)gt can be noisy, especially when ¢ is large and xttgt is extremely noisy.
Thus, the iterative sampling of x\ is required until ¢ = 0. To sample next step x;gi 1> standard
DDPM [23] computes the posterior mean pp from current x;gt and estimated it)gt at step ¢ with:

1— s Op—
\/OTt(—atl)tht + @igg, where f; =1 —a;.  (4)
- Gt

1—a t

M9(X:€gt’ t) = :utfl(xttgt’ it)gt) =

Afterwards, xttgi ; can be sampled from Gaussian distribution with mean 1, and variance Bt,ll
(Eq. (2)) and used as the input for the next iteration. The reverse sampling is repeated until £ = 0
where 4 clear target views are generated.

Although multi-view diffusion models [41, 58, 75] generate multiple views together, the 3D consis-
tency across these views is not guaranteed due to the lack of an explicit 3D representation. Thus, we
propose a novel 3D consistent diffusion model, which ensures the multi-view consistency at each
step of the reverse process by diffusing 2D images using reconstructed 3D Gaussian Splats [34].
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Figure 2: Method Overview. Given a single RGB image (A), we sample a realistic 3D avatar
represented as 3D Gaussian Splats (D). At each reverse step, our 3D generation model g, leverages
2D multi-view diffusion prior from €y which provides a strong shape prior but is not 3D consistent
(B, cf. Sec. 4.1). We then refine the 2D reverse sampling trajectory with generated 3D renderings that
are guaranteed to be 3D consistent (C, cf. Sec. 4.2). Our tight coupling ensures 3D consistency at
each sampling step and obtains a high-quality 3D avatar (D).

4 3Diffusion

Overview. Given a single RGB image, we aim to create a realistic 3D avatar consistent with
the input. We adopt an image-conditioned 3D generation paradigm due to inherent ambiguities
in the monocular view. We introduce a novel 3D Gaussian Splatting (3D-GS [34]) generative
model that combines shape priors from 2D multi-view diffusion models with the explicit 3D-GS
representation. This allows us to jointly train our 3D generative model and a 2D multi-view diffusion
model end-to-end and improves the 3D consistency of 2D multi-view generation at inference time.

In this section, we first introduce our novel generative 3D-GS reconstruction model in Sec. 4.1. We
then describe how we leverage the 3D reconstruction to generate 3D consistent multi-view results by
refining the reverse sampling trajectory (Sec. 4.2). An overview of our method can be found in Fig. 2.

4.1 Generative 3D-GS Reconstruction with Diffusion Priors

Given a context image x°, we use a conditional diffusion model to learn and sample from a plausible
3D distribution. Previous works demonstrated that 3D generation can be done implicitly via diffusing
rendered images of a differentiable 3D represetation [7, 33, 68] such as NeRF [47, 95]. In this work,
we introduce a novel generative model for 3D Gaussian Splatings [34], which diffuses rendered
images of 3D-GS and enables sampling of 3D-GS at inference time. Single image to 3D generation is
however very challenging, we hence propose to leverage 2D multi-view diffusion models in a tightly
coupled manner which allows us to train it end-to-end with our novel 3D generative model.

Generative 3D-GS Reconstruction. In this work, we propose a 3D-GS generative model g4,
which is conditioned on input context image x¢ to perform reconstruction of 3D Gaussian Splats
G. Diffusing directly in the space of G parameters requires pre-computing Gaussian Splats from
scans, which is exorbitant. Instead, we diffuse the multi-view renderings of G using a differentiable
rendering function renderer.

We denote ngt as the ground truth images at target views to be diffused and x2°"*! as the additional



novel views for supervision. At training time, we uniformly sample a timestep ¢t ~ U/(0,7") and

add noise to Xng using Eq. (1) to obtain noisy target views xttgl. Our generative model g, takes x;gt,

diffusion timestep ¢, and the conditional image x¢ as input, and estimates 3D Gaussians G:

G = go(xF,t,x°), where xf' = /A, x& + /1 — aze, and e ~ N(0,T) (5)
We adopt an asymmetric U-Net Transformer proposed by [65] for g4 to directly predict 3D-GS
parameters from per-pixel features of the last U-Net layer. To supervise the generative model g,
we use a differentiable rendering function renderer : {G, 7P} — xP to render images at target
views 7' and additional novel views 7"*¢!. Denoting xo := {x,xi**!} as ground truth and

Xg = {fc{)gl, xhovell ag rendered images, we compute the loss on images and generated 3D-GS:

tgt

Lgs = A1 - Luse(X0,%0) + A2 - Lpercep (X0, X0) + As - Lreg (90 (X, 1,X°)),

where % i= {X§, K™} = renderer (g, (X, t,x7), {7, 7).

(6)

here Lyse denotes the Mean Square Error (MSE) and Lpercep is the perceptual loss based on VGG-
19 [60]. We also apply L., a geometry regularizer [27, 98] to stabilize the generation of G.

With this, we can train a generative model that diffuses 3D-GS implicitly by diffusing 2D images
x;gt. At inference time, we can generate 3D-GS given the input image by denoising 2D multi-views
sampled from Gaussian distribution. We initialize xtj‘{[ from A(0,I), and iteratively denoise the
rendered images of predicted G from our model ge- At each reverse step, our model g, estimates a

clean state G and render target images Xtogt. We then calculate target images xttgi 1 for the next step via
Eq. (4) and repeat the process until ¢ = 0. For more details, please refer to Appendix A.3

Our generative 3D-GS reconstruction model archives superior performance on in-distribution human
reconstruction yet generalizes poorly to unseen categories such as general objects (Sec. 5.3 Fig. 5).
Our key insight for better generalization is leveraging strong priors from pretrained 2D multi-view
diffusion models for 3D-GS generation.

3D-GS Generation with 2D Multi-view Diffusion. Pretrained 2D multi-view diffusion models
(MVD) [41, 59, 75] have seen billions of real images [56] and millions of 3D data [12], which provide
strong prior information and can generalize to unseen objects [65, 87]. Here, we propose a simple yet
elegant idea for incorporating this multi-view prior into our generative 3D-GS model g4. We can also
leverage generated 3D-GS to guide 2D MVD sampling process which we discuss in Sec. 4.2.

Our key observation is that both 2D MVD and our proposed 3D-GS generative model are diffusion-
based and share the same sampling state x;*' at timestep ¢. Thus, they are synchronized. This enables
us to couple and facilitate information exchange between 2D MVD €y and 3D-GS generative model
go at the same diffusion timestep ¢. To inject the 2D diffusion priors into 3D generation, we first
compute one-step estimation of if)gt (Eq. (3)) using 2D MVD ¢y, and condition our 3D-GS generative
mode g, additionally on it. Formally, our 3D-GS generative model enhanced with 2D multi-view
diffusion priors is written as:

jay 1
_ tgt c gt ~tgt
g = x; 1, X%, X where X5 = —
9(;5( t 2y 0 )7 0 /Tt(

The visualization of 5{8”“ along the whole sampling trajectory in Fig. 7 shows that the pretrained 2D
diffusion model € can already provide useful multi-view shape prior even in large timestep ¢ = 1000.
This is further validated in our experiments where the additional 2D diffusion prior X' leads to better
avatar reconstruction (Tab. 4) as well as more robust generalization to general objects (Fig. 5). By
utilizing the timewise iterative manner of 2D and 3D diffusion models, we can not only leverage 2D
priors for 3D-GS generation but also train both models jointly end to end, which we discuss next.

XE — V1 — asen(xE,x%,y, 1)) 7

Joint Training with 2D Model. We adopt pretrained ImageDream [75] as our 2D multi-view
diffusion model €y and jointly train it with our 3D-GS generative model g5. We observe that our joint
training is important for coherent 3D generation, as opposed to prior works that frozen pretrained 2D
multi-view models [65, 72]. We summarize our training algorithm in Algorithm 1. We combine the
loss of 2D diffusion and our 3D-GS generation loss £4:( Eq. (6)):

Ltotal = EMSE(Ea 60) + Lgs (8)



Algorithm 1 Training Algorithm 2 3D Consistent Sampling

Input: Dataset of posed multi-view images x}', 7', Input: A context image x° and text y; Converged 2D
xhovel enovel -y context 1mage x¢, text description y diffusion model €4 and 3D generative model g4
Output: Optimized 2D multi-view diffusion model ¢y Output: A 3D Gaussian Avatar G of the 2D image x*
) and 3]t) GS generative model g, 1: x& ~ N(0,1)
: repea 2: fort=1T,...,1do
2 {xg, %6 x4,y ~ q({xg', x5, x4, y}) 3% = L (x® _ T aren(x Xyt
3: t~Un1form({1 ,T}); e ~N(0,1) 0 v (% ¢ ot eo(xe’,xy.1))
4: X;gl:fxlgt+me 4G =go (xF 6%, %5)
5: 5:
6 6

ii)gl = \/%(X;gt Y 1- dte@(xttglvxc Y, t)) X'

Xy = renderer (Q et

G =g (x#,¢,x¢,%§") // Enhance u)ndltl()mll Do (X RE) = \ﬁl(latatl) X el ﬁf X&'/
3D generation with 2D diffusion prior X§' from g Guide 2D sampling with 3D consistent mndumﬂs
7- {Atgl Anovel — renderer (g {,ﬂ_tu{ novel}) 7 X;gl L~ N (Xt 17lLt (xltgl7§(t)gt) Bt—lI))
8: Compute loss Liotar (Eq. (8)) 8: end for
9: Gradient step to update €g, g¢
tgt gt C
10: until converged 9: return G = gy (x§', %3, x5, t = 0)

Once trained, one can sample a plausible 3D-GS avatar G conditioned on the input image from
the learned 3D distributions. However, we observe that the multi-view diffusion model €y can still
output inconsistent multi-views along the sampling trajectory (see Fig. 2). On the other hand, our 3D
generator produces explicit 3D-GS which can be rendered as 3D consistent multi-views. Our second
key idea is to use the 3D consistent renderings to guide 2D sampling process for more 3D consistent
mulit-view generation. We discuss this in Sec. 4.2.

4.2 Guide 2D Multi-view Sampling with Reconstructed 3D-GS

With the shared and synchronized sampling state x;** of 2D multi-view diffusion model €, and 3D-GS
reconstruction model g4, we couple both models at arbitrary ¢ during training. Similarly, they are
also connected by both using estimated clean multi-views xgg‘ at sampling time. To leverage the full
potential of both models, we carefully design a joint sampling process that utilizes the reconstructed
3D-GS G at each timestep ¢ to guide 2D multi-view sampling, which is summarized in Algorithm 2.
We observe that the key difference between the clean multi-views estimated xlgt from 2D d1ffu51on
model and our 3D-GS generation lies in 3D consistency: 2D MVD computes multi-view x0 ' from

2D network prediction which can be 3D inconsistent while our xog are rendered from explicit 3D-GS

representation which are guaranteed to be 3D consistent. Our idea is to guide the 2D multi-view
reverse sampling process with our 3D consistent renderings f(:)gt such that the 2D sampling trajectory
is more 3D consistent. Spec1ﬁcally, we leverage 3D consistent multi-view renderings Xog to refine
the posterior mean g (Xt , 1) at each reverse step:

Original: jig(x2',£) = ey (XE,RE) = Ours: o (', ) 1= ppy (X, %),

tgt stety VO (1—a-1) tgt |,V a1 A tgt ©
)="——""—""%; + a0

5 tet
where X' = renderer(G, 7€), and u;_; (xF, X3 1 a, ;

With this refinement, we guarantee the 3D consistency at each reverse step ¢ and avoid 3D incon-
sistency accumulation in original multi-view sampling [75]. In Fig. 7, we visualize the evolution
of originally generated multi-views 5(3’" and multi-views rendering )28‘;[ from generated 3D-GS G
along the whole reverse sampling process. It intuitively shows how effective the sampling trajectory
refinement is. We perform extensive ablation in Sec. 5.3 showing the importance of the consistent
refinement for sampling trajectory.

5 Experiments

In this section, we first compare against baseline methods for human reconstruction in Sec. 5.2 and
then ablate our design choices in Sec. 5.3.
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Figure 3: Qualitative comparison with baselines on SIZER [70] and IIIT [30] dataset. Template-
based methods (SiTH [21] and SIFU [106]) cannot reconstruct loose clothing coherently and template
free methods (PIFu [54] and TripoSR [72]) tend to generate blurry texture in unseen regions due to
their deterministic formulation. LGM [65] and InstantMesh [87] cannot correct 3D inconsistency
from 2D multi-views hence the texture is also blurry. In contract, our method is able to reconstruct
avatars with realistic textures and plausible 3D geometry in both seen and unseen region.

InstantMesh

T
\AeaFb RE )
A )

S Ik

v

Ne S

~ o

!
'
o

== - s ) -

NOLEE
@EEE NE E)e

S e

5.1 Experimental Setup

Datasets. We train our model on a combined 3D human dataset [1, 3, 4, 2, 19, 25, 63, 96] com-
promising ~ 6000 high quality scans. Please refer to Appendix D.1. We evaluate qualitatively and
quantitatively on Sizer [70] and more challenging IIIT [30] dataset due to extremely loose clothing of
traditional custom suits. Please refer to Appendix D.2 for examples in evaluation dataset.

Implementation Details. We trained our model on 8 NVIDIA A100 GPUs over approximately
5 days. Each GPU was configured with a batch size 2 and gradient accumulations of 16 steps to
achieve an effective batch size of 256. For more training details regarding hyperparameters, diffusion
schedulers, etc., please refer to Appendix A.1.

Evaluation Metrics. We evaluate the geometry quality using Chamfer Distance (CD), F-score [67]
(w/ threshold of 0.01m), and Normal Consistency (NC) between the extracted mesh (Appendix A.4)
and the groundtruth scan. Appearance quality is assessed by rendering the reconstructed avatar from
32 novel views with uniform azimuth and O elevation angle. The metrics for appearance reported
include multi-scale Structure Similarity (SSIM) [76], Learned Perceptual Image Patch Similarity
(LPIPS) [102], and Peak Signal to Noise Ratio (PSNR) between rendered and ground-truth views.
Moreover, we report the Fréchet inception distance (FID) [20] between synthesized views and ground
truth renderings, which reflects the quality and realism of the unseen regions.

5.2 Realistic Avatar from Image

We compare our approach against prior methods for image-to-avatar reconstruction. including
template-based [21, 54, 106] and template-free [54] human reconstruction methods, as well as
general image-to-3D methods [65, 72]. To further assess performance, we also fine-tuned the state-
of-the-art object reconstruction method LGM [65] and its deployed multi-view diffusion model [75]
on our training data, denoted as LGMpyman. Quantitative evaluations reported in Tab. 1 demonstrate



Method CD¢m) F-scoret NC1 SSIMt LPIPS| PSNR?T FID|

TripoSR [72] 2.59 0.360 0.771  0.743 0.095 20.06  26.13
InstantMesh [87] 2.47 0.338 0.787  0.900 0.084 20.54  26.38
LGM [65] 3.29 0.275 0.562  0.892 0.088 20.11  24.21
PIFu [54] 2.83 0.333 0.769  0.907 0.078 20.66  32.73
SiTH [21] 3.92 0.250 0.735  0.907 0.074 20.88  24.76
SIFU [106] 3.34 0.235 0.739  0.896 0.085 20.39  42.63
LGMhuman 2.08 0.300 0.661  0.904 0.075 20.61 15.01
Ours 1.35 0.550 0.798  0.918 0.060 21.49 9.57

Table 1: Quantitative evaluation on SIZER [70] and IIIT [30] dataset. Our method reconstructs
more accurate geometry (CD, F-score, NC) and realistic textures (SSIM, LPIPS, PSNR, FID).
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Figure 4: 3D reconstruction conditioned on different multi-view priors. Without our 3D-consistent
sampling, the 2D diffusion model cannot generate 3D consistent multi-views (MVD, MVDy,), leading
to artifacts like floating 3D Gaussians splats. Our method obtains more consistent multi-views hence
better 3D-GS and rendering.

that our proposed method excels in reconstructing realistic avatars with accurate geometry (CD, NC,
F-score) and realistic texture (SSIM, LPIPS, PSNR, FID) from a single RGB image.

We present qualitative comparison examples in Fig. 3 and Appendix B.1, highlighting the strengths
and weaknesses of competing methods. Template-based methods such as SiTH [21] and SIFU [106]
struggle to accurately reconstruct the geometry of loose clothing (as shown in row 4) due to their
reliance on the naked SMPL body shape. In contrast, template-free methods like PIFu [54] and
TripoSR [72] offer greater flexibility and better performance on loose clothing. However, they are not
generative models and their deterministic formulations lead to blurry textures in unseen regions, as
they tend to produce average textures rather than distinct details. Similar to our approach, LGM [65]
and InstantMesh [87] utilize 2D diffusion models to generate multi-view images and perform sparse-
view 3D reconstruction. Nonetheless, their separation of 2D and 3D models cannot correct the 3D
inconsistencies that may arise from the 2D models. Even further fine-tuning of LGM on human scans
(Fig. 4) does not adequately address these challenges due to the complex and sensitive nature of
human geometry and textures. In contrast, our conditional generative formulation and inherent 3D
consistency by tightly coupling 2D-3D models allow us to obtain accurate reconstruction in front
view and realistic generation in unseen regions. We also show the generative power of our method
in Appendix C.5: by sampling with different seed, we obtain diverse yet plausible reconstruction.

Please also refer to Fig. 6, Appendix C and our project page for additional reconstruction results on
challenging subjects not previously observed, encompassing a diverse range of appearances such as
loose skirts and custom suits, as well as accessories like bags and gloves.

5.3 Ablation Studies

Importance of Trajectory Refinement. One of our Method LPIPS| SSIMT PSNR T

key ideas is leveraging our explicit 3D model to refine MVD 0.078 0.911 22.32
the 2D multi-view reverse sampling trajectory, ensur- MVDy, 0.061 0.926 24.14
ing 3D consistency in Multi-View Diffusion (MVD) Ours 0.048 0.934 24.69

generation (see Sec. 4.2 and Eq. (9)). To evaluate
this, we compare the multi-view images generated
by pretrained MVD, fine-tuned MVD on our data
(MVDy¢) and MVD with our 3D consistent sampling

Table 2: Evaluating trajectory refinement for
2D multi-view diffusion. Our proposed refinement
improves multi-view image quality.
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(ours), as shown in Tab. 2. The results demonstrate that our proposed method effectively enhances
the quality of generated multi-view images by leveraging the explicit 3D model to refine sampling
trajectory. Additionally. we analyze the 3D reconstruction results with the multi-view images gener-
ated by these models in Fig. 4. MVD and MVDy, produce inconsistent multi-view images, which
typically lead to floating Gaussian and hence blurry boundaries. In contrast, our method can generate
more consistent multi-views, result in better 3D Gaussians Splats and sharper renderings.

We further quan- Method CDemy)  F-scoref NC1 LPIPS| SSIMT PSNR?T
titatively evaluate Our w/o Traj. Ref. 1.57 0.498 0.794  0.064 0.908 21.09
the impact of our Ours 1.35 0.550 0.798  0.060 0.918 21.49

proposed  sam-
pling trajectory
refinement  on
final 3D reconstruction in Tab. 3. We compare the reconstruction results of methods with and without
our trajectory refinement while using the same 2D MVD and 3D reconstruction models. It can be
clearly seen that our trajectory refinement improves the quality of 3D reconstruction.

Table 3: Evaluating trajectory refinement for final 3D reconstruction. Our sampling
trajectory refinement ensures multi-view consistency and hence yields better 3D results.

Importance of 2D Multi-view Prior. Another key idea of our work is the use of multi-view
priors Sci)gt from 2D diffusion model pretrained on massive data [12, 53, 56] to enhance our
3D generative model. This additional prior information is pivotal for ensuring accurate recon-
struction of both in-distribution human dataset and generalizing to out-of-distribution objects.

We evaluate the performance of our 3D model g4 by comparing Method FID |
generation results with and without the 2D diffusion prior X' (refer Ours w/o X3 12.75
to Eq. (7) and Eq. (5)). Notably, without the 2D multi-view condi- Our full model ~ 9.57

tioning, the alignment of the generated 3D model in the front view L. .

. . . . Table 4: 2D multi-view priors
is not guaranteed due to the relative camera pose settings in our 'y . b )
3D generative model g4. Therefore, we evaluate the overall quality :i(gn H:Sri?ve uman reconstruc-
solely through the Fréchet Inception Distance (FID). quattty-

For avatars reconstruction, our powerful 3D reconstruction model can already achieve state-of-the-art
performance. Moreover, our full model with multi-view prior ibgl generates avatars with higher
quality as demonstrated in Tab. 4. We further evaluate it on the GSO [16] dataset which consists of
unseen general objects to our model. The improvements are even more pronounced in this setting,
highlighting the challenges of generating coherent 3D structures from a single 2D image, particularly
with unseen objects. For additional examples, please see Fig. 15 in Supp..

Method  FID | ‘ |
wlo x5 107.14 :
Ours 83.89 : (

Input Ours pure 3D generative w/o 2D prior

Figure 5: 2D multi-view priors iggt enhances generalization to general objects in GSO [16] dataset.
6 Limitations and Future Work

Currently, our method is constrained by the 256 x 256 resolution of the multi-view diffusion model,
which restricts the sharpness of texture details (see Appendix E). Upgrading to more powerful
high-resolution (512 x 512) multi-view diffusion models [17, 66] could potentially resolve these
issues. Moreover, our approach may struggle in reconstructing subjects with challenging poses, as
we further discussed in Appendix E. Synthesizing training data with challenging poses [9, 84] could
be a potential solution.

Our method is a general framework for image-to-3D reconstruction, which is applicable to various
objects and compositional shapes like human-object interactions. We leave these to future works.

7 Conclusion

In this paper, we introduce Human 3Diffusion, a 3D consistent diffusion model for creating realistic
avatars from single RGB images. Our key ideas are two folds: 1) Leveraging strong multi-view priors



Input Mesh 3D-GS Rendering 3D-GS Rendering

- y‘_vr

©)

(E)

Figure 6: Visualization of reconstructed mesh and synthesized novel view of generated 3D-GS on
subjects from (A) Sizer [70], (B) IIT [30], (C) Twindom [4], (D) UBC Fashion [99], (E) GSO [16]
and (F) online image "the Rock". More results are presented in Appendix C and our project page.

from pretrained 2D diffusion models to generate 3D Gaussian Splats, and 2) Using the reconstructed
explicit 3D Gaussian Splats to refine the sampling trajectory of the 2D diffusion model which
enhances 3D consistency. We carefully designed a diffusion process that synergistically combines
the strengths of both 2D and 3D models. Our experiments show that our approach outperforms all
previous reconstruction works in both appearance and geometry. We also extensively ablate our
method which proves the effectiveness of our proposed ideas. Our code and pretrained models will
be released on our Project Page to foster future research.
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A Implementation Details

A.1 Training Details

As described in Sec. 5.1, we use an effective batch size of 256. Each batch involved sampling 4
orthogonal images with zero elevation angle as target views xbgt, and 12 additional images as novel

views x5°"! to supervise the 3D generative model Eq. (8). The hyperparameters for training Eq. (8)
were set as follows: A\ = 1.0, Ay = 1.0, and A3 = 100.0.

During training, we employed the standard DDPM scheduler [23] to construct noisy target images

‘gt . The maximum diffusion step 7T is set to 1000. At inference time, we use DDIM scheduler [61]
to perform faster reverse sampling. The reverse steps is set to 50 in following experiments. The text
prompt y used in our multi-view diffusion model(Eq. (3)) is set to "Photorealistic 3D human" for
both training and inference across all subjects.

A.2 Joint Framework

Implementation. Our 2D multi-view diffusion model €y is a latent diffusion model [75]. Thus, we
use the frozen VAE in [53] to obtain input x'* in image space for the 3D generative model gs and

encode refined X xt " back to latent space for 5. We extract triangle mesh from predicted Gaussian
splats using Gaussian Opacity field [98] and TSDF [100]. Please refer to Appendix A.4 for more
details.

A.3 Generative 3D-GS Reconstruction Model

In this section, we provide details about our 3D generative model g4 in Eq. (5) and Eq. (7) as well as
the renderer(o). Following [7, 33, 68], we learn the 3D generative model by adding and removing
noise on the rendered 2D images from a 3D representation. A pseudo algorithm of the training and
sampling process of our 3D generative model can be found in Algorithm 3.

Since we integrate both function into the reverse sampling process iteratively (eq. 2), we expect them
be efficient and fast to execute. Tewari et al. [68] base their model on pixelNeRF [95], which is a
generalizable NeRF [47] conditioned on a context view image. We adopt 3D Gaussian Splats [34]
as our 3D state representation G due to its efficiency and simplicity. Our renderer(o) is the
differentiable rasteraizer accelerated and implemented in CUDA, which achieves around 2700 times
faster rendering than volume-rendering-based renderer(o) in [47, 68, 95].

For sampling the 3D State S from Xttgt, xggt, x¢, and ¢ (eq. 7), we adopt the time-conditioned UNet-

Transformer architecture [53] due to the efficiency of convolutional layers and the scalability of
transformers. For enabling the awareness of camera poses in the encoding process we concatenate
the Pliicker Camera Ray Embeddlng {o0; x d;,d;} [65, 88] with the image X " and xtgt To enhance
the control ability of context view in the 3D generation process, we addltlonally concatenate the clear
context view x° with target images xt “follow [75]. This operation enables 3D dense self-attention
process between the input multi-view target images and the clear context view image, provides
pixel-level local conditional signal. Since the camera pose of context view x¢ is unknown, we use the
0-vector as its embedding.

Algorithm 3 Learn 3D distribution Algorithm 4 Sample from 3D distribution
Input: Dataset of posed multi-view images x})gt, r'¢ Input: A context image x°; Converged 3D diffusion
x‘a"m, "% a context image x° model gy ) ' .

Output: Optimized 3D State diffusion network g, ~ Output: A 3D Gaussian Avatar G of the 2D image x

1: repeat I: x5 ~N(0,1)

2: {tht Xgovel X y} ~ q {xtgt Xnovel, y}) 2: fort = T 1 do

3t~ Umform({l ., T}); e ~N(0,T) 3 G=gs (x xttg‘,t)

4 Xttgl = Varx§ + v 1 — u€ 4: %¥ = renderer (Q ﬂ"gl)

3: Q—g¢ (X xt ’t) 5 (X1gt Atgl) Var(l— a“)th[-i- Vaii B gl

6 {A[gl Anovel} — renderer (g {ﬂ_tgt Trnovel}) LMl t » X0 1—ay 1—ay X0

6 Xy~ N (x5 e (%) D))

7:  Compute loss L4 ( Eq. (6)) t—1 i1 Pt (X5 Xo t—1

8: Gradient step to update g, 7: end for

9: until converged 8: return § = g4 (xo , X5t = ())
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Figure 7: Visualization intermediate sampling steps from a Gaussian Noise ({ = 1000) to the
last denoising step (f = 0). From top to bottom: current state x;gt, estimated clear view by 2D
diffusion models )Ncggt, and corrected clear view by generated 3D Gaussian Splatting ngt. Our 2D
diffusion model €4 (o) already provides strong multi-view prior at an early stage with large ¢. Our 3D

reconstruction model g, (o) can correct the inconsistency in iggt illustrated in red circle.
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A.4 Textured Mesh Extraction

Gaussian Opacity Fields [98] enables extraction of triangle meshes from an existing 3D Gaussian
Splatting. However, because the location of 3D-Gaussian Splats is not necessary to be on the real
surface, we observe that the extracted meshes as well as the rendered depth maps are noisy. Since
our method generate realistic RGB images, we use PIFU-HD [55] to estimate the normals and use
Bilateral Normal Integration (BiNI) [10] to refine the noisy rendered depth with the estimated normal.
As we only want the estimated normal to denoise the rendered depth map instead of modifying
geometry, we set up the hyperparameter in BiNI with A = 1 x 10*. Such a large number ensures that
the normal map is not used to modify the geometry but just regularize the depth map.

Assuming we have a generated 3D-Gaussian Splats G from g, (o) and n camera views 7!, 72, ..7",

we obtain n paris of posed RGB-D images by Gaussian Splatting, Normal Estimation, and Bilateral
Normal Integration. Finally, we perform volumetric TSDF fusion [100] to obtain high quality textured
mesh from n pairs RGB-D images. Given generated 3D-GS G, we set up 36 views to obtain the
refined RGB-D image pairs. The rendering view of each camera i can be calculated as:

. 1 1 )
elevation; = —Zw + 17r * 36 (10)
i
imuth; = 0 + 37 % —. 11
azimu + 37 * 36 (11)
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B Comparison

B.1 Qualitative Comparison
) Ours ) SiTH ) u ) ripo LGM InstantMesh

i
i
i

Figure 8: Qualitative comparison on Sizer [70] and IIIT [30].
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C More Qualitative Results

In this section, we show more qualitative results on in-the-wild data, UBC fashion dataset [99], GSO
dataset [16], and human-object interaction data [84].

C.1 In-the-wild Data

1 )
oz, »“

Figure 10: Qualitative results on unseen data during training. Input image is in left column. Our
method successfully reconstructs different degree of loose clothing.
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Figure 11: Qualitative results on more unseen data during training. Input image is in left column. Our
method successfully reconstructs different types of clothing, including casual, sport, suits, custom,
etc., in both appearance and geometry.
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Figure 12: Qualitative results on more unseen data during training. Input image is in left column.
Our method successfully reconstructs clothing and interacting objects (racket and bag here) in both
appearance and geometry.
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Figure 13: Qualitative results on more unseen data during training. Input image is in left column.
Our method successfully reconstructs rarely seen suits and objects, in both appearance and geometry.
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C.2 UBC Fashion Dataset

In this section, we show qualitative result of our model on UBC fashion [99] dataset. The input
images are the first frame extracted from each video in the dataset.

Figure 14: Qualitative results on UBC fashion [99] dataset. Results demonstrate that our model
generalizes well to real world images in both geometry and appearance.
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C.3 Google Scan Objects (GSO)

Input:
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Figure 15: Ablation study: benefit of 2D multi-view prior iagt in 3D generation. The 2D prior from
2D diffusion model is essntial for generalization on general objects dataset GSO [16].
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C.4 Human Object Interaction

Figure 16: Qualitative results of Human-Object Interaction reconstruction on online stock images.
Results show that our model is able to generalize to casual human-object-interactions.

Figure 17: Qualitative results of Human-Object Interaction reconstruction on ProciGen [84] dataset.
Results demonstrate that our model can reconstruct some simple Human-Object-Interaction images
with large objects.
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C.5 Generative Power in Reconstruction

Our model learns a conditional distribution of the 3D representation given 2D context image. Thus, by
sampling from the distribution with different seed, we obtain diverse yet plausible 3D representation.
As illustrated in Fig. 18, the appearance of the occluded region (back side of subject) is different with
different sampling in hair styple, texture, and cloth wrinkles.

The generative power of our approach is the key to generate clear self-occluded regions, which is
impossible by non-generative reconstruction methods [54, 55, 72, 106]. As shown in Fig. 3 and Fig. 8,
non-generative approaches tend to generate blurry self-occluded results because they cannot sample
from distribution but only regress to a mean value of the training datasets.

2

ataia
ayaya

Input Seed 1 Seed 2 Seed 3

' 4

Figure 18: Our model learns 3D distribution. By different sampling from the learned distribution, we
obtain diverse yet plausible 3D representations. The generative power is a key to generate clear self-
occluded region, which is impossible in non-generative reconstruction approaches [54, 55, 72, 106].
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D Dataset Overview

To ensure robust performance and generalization, we train our model on a combined dataset compris-
ing 3520 scans from publicly available datasets [19, 25, 63, 96] and 2320 scans from commercial 3D
human datasets [1, 3, 4, 2]. These datasets encompass a diverse range of body shapes, genders, ages,
clothing, accessories, and interacting objects. For further details and examples of our training datasets,
please refer to section D.1. All 3D scans are rendered into RGB-A images using BlenderProc [13]
along a spiral path as described in Eq. (13).

For evaluation, we note that the commonly-used CAPE dataset [45, 50, 101] in previous
works [21, 85, 86, 106] often contains artifacts in scans, such as holes, and not all 3D scans are
fully publicly available. To effectively and fairly evaluate performance, we propose using Sizer [70]
and IIIT-Human [30] datasets, from which we randomly sample 150 scans each for evaluation.
While Sizer [70] provides scans with normal human appearance similar to our training datasets, IITT-
Human [30] can be considered as out-of-distribution (0.0.d.) evaluation dataset due to its inclusion of
unseen clothing types, such as traditional Indian suits. For more additional examples and analysis,
please see Fig. 3 and Appendix D.2.

D.1 Training Dataset

Datasets To prevent the overfitting of our large neural network, namely the 2D multi-view diffusion
models €4(c) and 3D generative models g, (o), we train on as much data as we can. Unlike
general objects community which has massive dataset such as Objaverse (800K) and Objaverse-XL
(10M) [12]) OmniObject3D (6K) [80], MVImageNet (87K) [97], we don’t have a single 3D human
dataset available at such a scale. To collect data as much as possible, we collect both following public
datasets and commercial human scans.

We collect several publicly available datasets inluding 2k2k (2K) [19], CustomHuman (640) [25],
Thuman2.0 (520) [96], and Thuman3.0 (360) [63]). Among them, CustomHuman, Thuman2.0,
and Thuman3.0 have more repeating subjects with different poses, which have less diverse subject
appearance compared to 2k2k. It is worth mentioning that 2k2k [19] is a high quality dataset which
contains human with diverse clothing (such as skirt) and accessories (such as cap, hat, scarf).

We also utilize in total 2320 high quality commercial scans from AXYZ [1], Treedy [3], Twindom [4],
and RenderPeople [2]. All of these scans are with casual clothing and without interaction with
objects.

Rendering For each scan, we render 100 views following a spiral trajectory with each view 4:

1 7 7
levation; = —— —T ok ——, 12
elevation 27T 37 1o (12)
i
imuth; = 0 + 57+ —. 13
azimu + o7 % 100 (13)
Additionally, we render 32 views uniformly around z-axis with each view j:
elevation; = 0, 14)
, J

azimuth; = 0 + 7 * 32" (15)

To protect the privacy of subjects in the training dataset, we only use the frontal view (with azimuth; €
[—%, 5] as the input context view during training. Thus, we expect the model will not learn faces of
subjects when it takes the back view as input.

D.2 Evaluation Dataset

For quantitative evaluation, we use Sizer [70] and IIIT 3D human dataset [30]. In this section, we
start with introducing the two used evaluation datasets, and explain why we omit the commonly used
CAPE dataset [45, 50, 101] in our experiments. Finally, we provide a summary of the evaluation
datasets.
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Sizer Sizer [70] is a high quality 3D human scan dataset which contains 100 different subjects
wearing casual clothing items in various sizes. We randomly sample 150 scans from Sizer [70] as
one of our evaluation dataset.

IIT IIT 3D Humans [30] is a high quality dataset from IIIT Hyderabad in India. Different from
the casual clothing setup in Sizer [70], IIIT dataset mainly focuses on subjects wearing traditional
India custom suits, including ethnicity, diverse color pattern and extremely loose clothing (Fig. 21).
It brings the huge variety of the subject appearance which can be considered as 0.0.d. evaluation set
to our model and baselines. We randomly sample 150 scans from IIIT dataset [30] for evaluation.

Why not CAPE Unlike previous methods [21, 85, 86, 106] which evaluate on CAPE dataset [45,
50, 101], we omitted CAPE in our evaluation mainly because of the limitation in appearance variety,
geometrical artifacts as well as the publicly unavailability. CAPE only contains simple clothing such
as T-shirts and jeans, but no garments of loose clothing. As illustrated in Fig. 22, CAPE contains
several artifacts, such as holes on the head, missing hands, and wrong mesh geometry. Moreover,
CAPE doesn’t have most original scans publicly available, but only the SMPL+D fitting. Due to
this reason, we cannot render the CAPE scan to RGB images at desired camera view to evaluate the
appearance performance such as PSNR, SSIM, and LPIPS.

Summary We observe that the high quality datasets Sizer [70] and IIIT 3D Human [30] are
unexplored for the community of 3D avatars reconstruction. In fact, Sizer [70] contains casual
clothing which is suitable to evaluate performance, and IIIT [30] contains challenging texture and
loose clothing which is suitable to evaluate robustness. All high quality scans in [30, 70] have
no severe artifacts and are fully publicly available, which are the benefits unprovided in CAPE
dataset [45, 50, 101]. By evaluating on these datasets [30, 70] and release our randomly sampled
subjects which are used in our experiments, we hope the 3D avatars community can discover and
benefit from them.
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Figure 19: Example scans in training datasets [1-4, 19, 25, 63, 96].
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Figure 20: Example scans in Sizer [70] dataset. Sizer contains human in casual clothing.

)\1

Figure 21: Example scans in IIIT [30] dataset. IIIT contains subjects with diverse color pattern and
loose garments, which rarely appear in training datasets.
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Figure 22: Example artifacts in CAPE [45, 50, 101] dataset. Images shown here are rendered by
ICON [85] due to the inaccessibility of original scans.



E Failure Cases

Limited by low resolution (256 x 256) of our multi-view diffusion model [75], our model can often
fail in reconstructing fine details such as text on the cloth as illustrated in Fig. 23. One potential
solution is to switch to a recent powerful high-resolution multi-view diffusion models [17, 66].

Input Reconstruction

Figure 23: Failure Case: our model cannot reconstruct the numbers on the cloth.

In addition, we observe that our model can fail when reconstructing human extremely challenging
poses. As shown in Fig. 24, our model cannot infer head geometry and appearance accurately due to
the challenging pose in input image.

Input Reconstruction

Figure 24: Failure Case: our model fails in infer appearance of human with challenging pose.

F Broader Impacts

Our work shows generality across different ethnicities and humans, providing a useful tool for a fair
representation of different cultures. Having a robust method to synthesize realistic 3D geometry from
a single RGB image may be used in surveillance and inappropriate content generation.
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